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# ABSTRACT

Having a Health Insurance is beneficial and necessary for several reasons. If one has a medical insurance, they are more likely to get the care they require and live a healthier and longer life compared to people not having medical insurance. People without a medical insurance receive less timely care, have worse health outcomes and a lack of insurance is a financial burden for them and their families.

Stroke and heart disease can be expensive, they are in fact a leading cause of medical bankruptcy. Having a high quality medical insurance can help one get access to the care they need and manage their health without large medical bills.

# INTRODUCTION

As we can see through the dataset that the target and independent variables show a linear or non-linear relationship between each other, and the target variable contains continuous values, therefore we are going to use regression analysis for this problem. It involves determining the best fit line that passes through all the data points in such a way that distance of the line from each data point is minimized. There are different regression techniques like linear regression, ridge regression, lasso regression etc. that we are going to use and then compare the results to find the best out of them.

# SCOPE OF WORK

The objective of this project is to understand and analyze the factors that influence the price one pays for their health insurance and predict the costs of insurance for individuals. By using different machine learning regression models and comparing the results, we are going to achieve the best model which is more accurate and effective.

# DELIVERABLES

At the end, there will be a python file and a document outlining the entire project that can be used to define variables that influence the price of health insurance and predicting the costs of insurance for individuals. It helps to identify the factors that are responsible for the difference in insurance prices for various individuals.

# MILESTONES

|  |  |
| --- | --- |
| **Milestone** | **Estimated Delivery Date** |
| Statement of Work | 06-Nov-2020 |
| Data Acquisition and Understanding | 23-Nov-2020 |
| Modelling | 23-Nov-2020 |
| Prototyping | 23-Nov-2020 |
| Deployment | 18-Dec-2020 |

# DATASET INFORMATION

The data used for this analysis is obtained from the medical cost personal dataset that consisted of 7 variables and 1,339 records. These records describe the various factors related to the beneficiary – age, sex, bmi, children, smoker, region, charges.

Data Source: Miri Choi (2018, Feb 20). “Medical Cost Personal Datasets”, from <https://www.kaggle.com/mirichoi0218/insurance>

|  |  |
| --- | --- |
| Variables Information | |
| *Variable Name* | ***Description*** |
| *age* | *age of primary beneficiary* |
| *sex* | *insurance contractor gender - female, male* |
| *bmi* | *Body mass index, providing an understanding of body, weights that are relatively high or low relative to height, objective index of body weight (kg / m ^ 2) using the ratio of height to weight, ideally 18.5 to 24.9* |
| *children* | *Number of children covered by health insurance/ Number of dependents* |
| *smoker* | *Smoking – yes/no* |
| *region* | *the beneficiary's residential area in the US, northeast, southeast, southwest, northwest.* |
| *charges* | *Individual medical costs billed by health insurance* |

# DATA ASSUMPTIONS

As the dataset is clean and every variable is important in our analysis so there are no assumptions required.

# DATA LIMITATIONS

The dataset is simulated based on demographic statistics from the US Census Bureau according to the book Machine Learning with R by Brett Lantz.

As we can see in the dataset, there are so many categorical variables like sex, smoker, region therefore there were encoded in numbers using encoding technique.

# TESTING PROCESS

As we are using regression models therefore, we are going to use R², RMSE and CV Score to test the accuracy and the effectiveness of the different models and find out the best one.

![{\displaystyle R^2 = \frac {\text{Variance explained by the model}}{\text{Total variance}}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAARUAAAAjBAMAAABIlIPVAAAAMFBMVEX///8AAADMzMxmZmZUVFSIiIh2dnZEREQyMjKYmJi6uroiIiLc3Nyqqqru7u4QEBC2zl3oAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEoklEQVRYCcVXXWgcVRT+Mrszm53sTCKFgNWWiRQaiMHVPmjxQRACRiguBINSlgyilWADjQ9C1ODqQ0xbiitBSKDBKUJZuqSGKiJidSMBoVAy/gSS2NWNog99cREFKf6dc+8ks7PdnY1hk9yHnXPP+c653/2Z2fsBtZox+igSb6VqhWr4uudvc0ZukSt3qtKvT1b2KuxHHOooZys8QXPdBdY817PB0O09XXIJ4M4QzMj42DiQ93sBq9Xhbr0oEKUppbyMOe9Z96FILgEcc9EzfkoE6PF7AUtyqRelMgeBbCAjpONxCSCquUxvnwv+QLz08zeW8eHFZ87CTD+A3BvLNuIzWaTTPKi67E4fiOy7+ebqIIgLQWnHBYYieLoouJxbTRmfO0uv0tyeeBI9vYOQ2fpk71T8WwtqMQV1dsVhb/11wQtQcRKfYeUeOw+t0FbSP8EVDGIu6sYs4nIML+K3uIWvClqSuDA0D4GhiJY19xOGFneKvCqZyAH3OW2Wl5132mw6TY/jSwxj3WFvCJcu6zr6MY73eW2j2ZirdGDcPIi+BahJINGBAeSv8xjm3cSFoT1gDEfWAW+PWgrtluFx6ULMldkg007MK2W0Xu5Aq8PeEC5tSTouP57m+RDK7M7ygHoZePfSxVNA/Nal5xHJiPn+TSGGEhfCcOSHTS7trmZf9rjwnGS2mF6iHM8gOkJ8HPaGcFHLKRw63y+5KP2LgotBXJ7iylAz9BO/ssmFoZILRyq5KOUsQalOgbnIbI8LQSUX9vpcjCmHM/xmdlrmXxgriHX5tRA7z3Om9Tdp00p0FMowcS2/sUcCKrlwZGFzXVoKuOpy1Rxc5iKzPS68Rzd4j9jrc+k1acqB9grv/mlXcOlC6yxxGUMfjJgLLj4Ow0xGkrhQ4rMroILLGEciWfMAYfR/6OxiSJRdShR6EKNzJ7LZTJTxMrpxFOsuewUX5f6+Afs9ekmCbRk4UVxce+2kMmprIzeOHe5U/3S1tIvhIgO1Wff4fHSflVt7B4c7Gfr1qC0xsy7SxUmHvutzqylgUdTVhqnO0DmZLcxDnSVtxqb3euUMecnFuC7gQaB6XUSFxj+0bg3azQbxQJhOztuI8MJvozXiYm79882jvwQ8BLHw2+DyXYOcSPZ/TXI/9E91594GRWuH9dft2oENrzKzYW3lqdy5/Fxp6d+OrWB3GqNmzH5vjMgRakd3esCQ+jEbF0LCuxpqd+k1qmotd+xBo1OyUMLDHpU936PjwGN6qWph9qb7yxH6Q97u12VvKFeNmvj9xMeDk74zRFL4oB2ylBQ+QoyLk9jgRteHQAsIlECk6R06YBOSBokNbv71Q/bn5GM3fg0QF3Hip+Vw1Vx2g4Q/xgTdNIspFhskSMS6CP0RJmT85CZbxIU1BV0aWJCIdWH9ESZkmszALzcBvq86xEUKEoq0W/EwIePnNtuis0v3eJsvU0KQ0FNLkv6oL2SazcCvN8HChLkUpCChSIL0R4iQ8XObbck9IqHwPWsX+R5ddcOETLMZ+PU+gNAUS4kvWLtILkOlUCHjJzfXGrhrBKwptGFPkHD5n8KFTAMG/wEccabQNDJHmgAAAABJRU5ErkJggg==)

R-squared is always between 0 and 100%

* 0% represents a model that does not explain any of the variation in the [response](https://statisticsbyjim.com/glossary/response-variables/) variable around its [mean](https://statisticsbyjim.com/glossary/mean/). The mean of the dependent variable predicts the dependent variable as well as the regression model.
* 100% represents a model that explains all of the variation in the response variable around its mean.

Usually, larger the R2, the better the regression model fits your observations.

[![rmse](data:image/png;base64,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)](https://www.statisticshowto.com/wp-content/uploads/2016/10/rmse.png)

**Where**:

* f = forecasts (expected values or unknown results),
* o = observed values (known results).

**Cross Validation**

Cross-validation is a useful tool when the size of the data set is limited. In a perfect world, our data sets would be large enough that we could set aside a sizable portion of the data set to validate (i.e., examine the resulting prediction error) the model we run on the majority of the data set. Unfortunately, this type of data is not always available, especially in social science research.

To combat the issue of limited data, while still being able to assess the fit of the model, we use *cross-validation*. Essentially, cross-validation iteratively splits the data set into two portions: a test and a training set. The prediction errors from each of the test sets are then averaged to determine the expected prediction error for the whole model.
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